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[bookmark: _Hlk514274591]1		Discussion
A new key issue is proposed for the following Work Task:
WT#4.1: Study whether and how to enhance architecture to support federated learning in the 5GC
NOTE: Coordination with SA5 is needed in case SA5 is to study FL

Federated learning is a well-known machine learning procedure that allows ML models to be trained across multiple entities without requiring exchange of raw data for model training. The advantage of such approach is that it avoids privacy concerns and reduces the load in collecting data as the raw data are collected “locally” instead of a centralised entity.
In order to support federated learning in 3GPP NWDAF architecture the following are required to be addressed:
[bookmark: _Hlk75786656]-	How an NWDAF (that supports Analytics Inference) identifies that an analytics request by a consumer requires a trained model that requires federated learing
-	How does the NWDAF (that supports Analytics Inference) identifies an NWDAF (that supports Model Training Functionality using federated learning)
-	How does an NWDAF (that supports Model Training Functionality using federated learning) identifies the local model training functions where local data need to be collected for training an ML model and how ML models or ML model parameters are exchanged between the NWDAF instances.

2		Proposal
The following change is proposed for TR 23.700-81.
******************************** First change *******************************
[bookmark: _Toc50536656][bookmark: _Toc50575409]x.1	Key Issue #X: Supporting federating learning for ML model training 
x.1.1 		Description
Federated learning is a well-known machine learning procedure that allows ML models to be trained across multiple entities without requiring exchange of raw data for model training. The advantage of such approach is that it avoids privacy concerns and reduces the load in collecting data as the raw data are collected “locally” instead of a centralised entity.
In order to support federated learning in 3GPP NWDAF architecture the following are required to be addressed:
-	How an NWDAF (that supports Analytics Inference) identifies that an analytics request by a consumer requires a trained model that requires federated learing
-	How does the NWDAF (that supports Analytics Inference) identifies an NWDAF (that supports Model Training Functionality using federated learning)
-	How does an NWDAF (that supports Model Training Functionality using federated learning) identifies the local model training functions where local data need to be collected for training an ML model and how ML models or ML model parameters are exchanged between the NWDAF instances.
NOTE: Coordination with SA5 is needed in case SA5 is to study FL
******************************** End of change *******************************
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